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Abstract 

 
As governments strive for openness, inclusivity, and collaboration to deliver public value and inform 
policy with a data-driven approach, interagency data sharing (IDS) becomes increasingly critical. 

However, challenges remain, particularly regarding data quality. This study addresses this gap by 
proposing a novel framework for IDS within government agencies. This framework goes beyond 
traditional approaches by proactively managing data quality throughout its lifecycle. It aims to 
provide insights for fostering effective IDS practices that support collaborative and evidence-based 
decision-making, a cornerstone of modern government operations. This research employs a 
Systematic Literature Review (SLR) to examine current IDS practices and associated challenges. 
Subsequently, a case study conducted at Indonesia's Directorate General of Taxes utilizes semi-
structured in-depth interviews with practitioners to explore practical implementation scenarios. The 

framework developed through this research aims to mitigate various challenges related to IDS, 
particularly focusing on enhancing data quality assurance. By ensuring high-quality exchanged data, 
this framework empowers governments to break down silos, fostering a more coordinated and 
efficient approach to public service delivery. 
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1. Introduction 

Recently, governments are driven by public 
demand to move away from segmented service 
and instead focus on fostering collaboration 
between government agencies to deliver integrated 
services, with a priority on achieving public value 
[1]-[6]. This shift towards integrated public 
services underscores the importance of 
government entities working together, as well as 
partnering with non-governmental entities like 
businesses or communities, to address complex 
societal issues and improve outcomes for public 
services as well as resource sharing [2], [6]-[7]. 
Central to these efforts is the foundation of shared, 
timely, and actionable interagency data sharing 
[5], [6], [8], [9]. 

Interagency Data Sharing (IDS) refers to the 
collaborative practice of exchanging information 
and data among agencies. Successful IDS offers 
several advantages, including enhanced efficiency 
through reduced data management costs, shared 
resources and technical knowledge, decreased 
duplication in data collection and storage, 
evidence-based policymaking, and better delivery 
of public services [6], [10]-[18].  

Yet, obstacles pose a barrier to the successful 
implementation of IDS, potentially impeding the 
achievement of its intended objectives. These 
challenges, which may arise in technical, 
organizational, regulatory, and political forms [5], 
[10], [13], [17], [19], [20], [21], need to be 
carefully considered and addressed when initiating 
IDS, as they can influence the willingness of 
agencies to participate and engage in the program. 
Additionally, previous research indicates that 
participants' reluctance to participate in IDS might 
arise from concerns about data quality [17], [22].  

Furthermore, beyond their impact on IDS 
participation initiatives, issues with data quality 
also diminish the potential value derived from the 
data collected through IDS [20], as effective 
management, standardization, and integration of 
data are necessary to realize value and foster 
efficient collaboration [20], [23]-[25]. Poor data 
quality can lead to ineffective decision-making, 
hinder evidence-based policy formulation, and 
compromise the delivery of essential services and 
resource allocation to citizens [26], [27]. This 
extends to adversely affecting the well-being of the 
population, exacerbating educational access 
disparities, compromising public safety and 
security, and eroding public trust [28]-[30]. 
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Previous research has produced several 
frameworks aimed at facilitating data sharing. 
These frameworks, address various aspects of data 
sharing, such as organizational activities benefiting 
from shared data, standardized data collection 
methods, trust establishment in partnerships, and 
voluntary information sharing between businesses 
and government [31]. However, a notable gap 
exists in these frameworks regarding data quality 
considerations. Despite recognizing the challenge 
and impact of poor data quality in IDS, there has 
been a noticeable lack of effort to address this 
issue [31]. This study seeks to help to fill that gap. 
The main questions we aim to explore in this study 
are:  

1. What are the challenges and issues related to 
data quality in IDS? 

2. What are the governance process for 
addressing these challenge and data quality 
issue? 

 To address these questions, we have 
constructed a conceptual framework for IDS 
practices within government context, referred to 
as the Government Interagency Data Sharing 
Framework (GIDS Framework). 

 The research proceeds as follows: First, a 
Systematic Literature Review (SLR) is conducted 
to explore IDS practices and comprehend the 
associated challenges and data quality issues. 
Specific challenges encountered in IDS within 
government agencies are pinpointed, along with 
potential solutions to help organizations surmount 
these obstacles. Additionally, a case study will be 
undertaken to further enhance the initial 
framework proposed.  

 The case study will be carried out at the 
Directorate General of Taxes, Ministry of Finance 
Indonesia, chosen for its heavy reliance on IDS for 
operational functions and routine IDS interactions 
with other governmental and non-governmental 
agencies [36]-[39]. 

 This case study will involve conducting semi-
structured interviews with data sharing 
practitioners located at the case study site. The 
findings derived from both the SLR and case study 
will serve as the foundation for the initial GIDS 
Framework. Subsequently, this framework will be 
presented and validated to the case study 
participants to gather additional insights and refine 
it into the final proposed GIDS Framework. 

 

2. Theoretical Basis 

A. Interagency Data Sharing and Data Quality 
Issue 

The evolution of  E-Government has 
significantly reshaped the landscape of 

governmental operations, emphasizing 
technological advancement and information 
exchange between agencies [2]. The significant 
benefits of IDS in e-government particularly reside 
in the context of electronic integration among 
government and nongovernment agencies, 
bringing positive impact on different aspect such 
as productivity, performance, policy-making 
processes, and overall government service delivery 
[17]. 

 Effective IDS plays a crucial role in internal 
administration, external service delivery, and 
addressing complex social issues [22]. It can 
facilitate one-stop services, scientific decision-
making, precise governance, and efficient public 
service delivery. This is due to collaborative 
efforts that enable one agency to surpass the 
capabilities of its individual agencies. Information  

sharing also reduces duplicate data collection and 
processing efforts, leading to decreased operating 
costs and increased service efficiency. Moreover, 
obtaining business-related information from other 
agencies enhances the government's overall 
informativeness, helping agencies navigate 
environmental complexity and uncertainty. This, 
in turn, improves decision-making capabilities and 
contributes to solving complex social issues, 
ultimately promoting social development [22]. 

Data issues can sneak into every phase of the 
data life cycle, starting from initial data creation 
and procurement/collection through various touch 
points like Internet, call centers, sensors, mailings, 
and branch offices, to name a few, to data 
processing, transfer, and storage, to archiving and 
purging. Thus, data quality is impacted by 
activities in all of the phases in the data life cycle 
[31] 

The challenges associated with data quality in 
the realm of IDS encompass the informatics 
capability gap, technical compatibility challenges, 
and concerns about the reliability and 
trustworthiness of shared data [15] , [17] , [19], 
[20], [21], [22], [28], [36]. The data quality 
concerns even contribute to agencies’ reluctant to 
share data due to uncertainties about the quality of 
their data, potentially risking their image and the 
fear of disseminating incorrect data [17], [22].The 
literature underscores the urgency of addressing 
these issues for successful interagency 
collaboration.  

More research has contributed to issues related 
to IDS challenges. On the technical aspect, the 
significance of metadata, data standards, and 
evaluation mechanisms for data quality adds 
another layer to the coherence of these findings 
[28]. This emphasized by the essential elements of 
data consistency, interoperability, and the need to 
address legal barriers to ensure effective inter-
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agency data sharing [21]. On the organizational 
relationship aspect, lack of interagency trust 
contributes to the hesitancy in information sharing, 
with poor data quality cited as a reason for data 
being deemed unwanted [15].  The rapid 
availability of complex data further emphasize that 
data value extends beyond mere collection and 
requires correct interpretation [20]. The varying 
degrees of informatization and digital literacy 
among public officials also add additional 
challenges to achieving standardized and 
consistent data across sectors [36].  

Together, these studies paint a comprehensive 
picture of the multifaceted issues surrounding data 
quality and its pivotal role in successful 
information exchange among agencies. 

B. Data Quality 

Recognizing the pivotal role of data as a 
valuable and strategic asset, DAMA-DMBOK [29] 
underscores the critical necessity of managing data 
quality throughout its entire lifecycle. This 
dimension lays the groundwork for 
comprehending the significance of data quality in 
the specific context of IDS within government 
agencies. The emphasis is on adopting a proactive 
and integrated approach to ensure that data 
maintains its reliability and value from its creation 
to eventual disposal. 

In this study, the authors utilized the Data 
Management Body of Knowledge (DM-BOK) 
offered by DAMA-Data Management Association, 
considering it as an industry standard for data 
management. DM-BOK stands out as a 
comprehensive data-oriented framework, 
distinguishing itself from TOGAF (The Open 
Group Architecture Framework) and COBIT 
(Control Objectives for Information and Related 
Technologies.  

DMBOK, managing data throughout its 
lifecycle, offers a detailed framework supporting 
the development and implementation of data 

management processes and procedures. However, 
it's worth noting that such data management 
frameworks often provide generic guidelines. The 
literature on data quality serves as a foundational 
pillar in understanding the intricacies of managing 
data in the context of IDS. It establishes the 
groundwork for the subsequent exploration of 
challenges and solutions associated with data 
quality issues in interagency collaboration. 

C. Data Lifecycle 

Examining the lifecycle of IDS is essential for 
a comprehensive understanding of its dynamics. 
Numerous benefits arise from consistently 
designing and implementing a data lifecycle for 
public administrations, with an emphasis on 
ensuring data quality [30]. These benefits include 
simplified data management, identifying all 
essentials activities related to data, user support, 
better data understanding, effective data and 
metadata gathering, better data analysis, and 
better data quality [30], [41]-[49]. Furthermore, 
data lifecycle models provide an effective solution 
for data management, offering a high-level 
framework to plan, organize, and manage all 
aspects of data during its life stages, with an 
inherent focus on maintaining data quality [38]. 

Therefore, to effectively address data-related 
issues in IDS practices, it is crucial to map these 
issues within the data lifecycle. By doing so, the 
challenges and complexities associated with IDS 
can be better understood and managed. 

DaLif is a data lifecycle framework formed for 
data-driven organization (see Figure 1). This 
framework was derived by analyzing 76 model 
data lifecycles. Consequently, this study will 
utilize the data lifecycle framework put forward 
by Shah et al. [30].  

Figure 1. illustrates the mandatory phases in 
green, with optional phases highlighted in blue. 
Additionally, the black-colored phases denote 
horizontal activities executed across the entire 

 

Figure 1. DaLif Data Life Cycle Framework. 
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lifecycle. Notably, the storage phase is both 
mandatory and horizontal. 

The DaLif framework is constructed through 

the examination of research from IEEE, ACM, 

ScienceDirect, and Springer. However, DaLif 

recognizes that there may be valuable research in 

other libraries as well. The GIDS Framework 

seeks to broaden the framework's scope by 

integrating materials from additional libraries and 

incorporating case studies. Additionally, DaLif 

primarily focuses on data in data-driven 

government without specifically addressing issues 
related to the IDS field. Therefore, this research 

aims to fill this gap by incorporating studies and 

case studies pertaining to IDS. 

D. Previous IDS Framework  

Previous research has endeavored to create 

frameworks pertaining to data sharing. These 
prior studies are outlined as follows. 

 Higgins et al.,[31]. 
This framework identifies organizational 
activities for which external (shared) data 
would be beneficial, defines shared data for 
these activities, determines the availability of 
shared data, addresses data acquisition 
changes, establishes secure data transfer 
methods, integrates new data into existing 
databases, analyzes shared data for decision 
making, and examines changes in 
organizational activities resulting from data 
sharing. 

 Thompson et  al. [46] 
This research explores the creation of shared 
data elements and a novel data repository to 
facilitate data sharing and analysis. It 
underscores the crucial role of standardized 
data collection methods and quality assurance 
protocols in interagency data sharing 
endeavors. The document offers perspectives 
on instituting shared data elements and a data 
repository for collaborative data sharing, 
aligning with the interagency data sharing 
framework. It underscores the importance of 
standardized data collection methods and 
quality assurance protocols, integral elements 
of a robust framework for interagency data 
sharing. 

 Tungkasthan et al. [47] 
The presented framework offers a structured 
approach to government data sharing, 
encompassing considerations related to dataset 
categorization, user classification, Data-
Information-Knowledge-Wisdom (DIKW) 
modeling, data requirement levels, and access 
control. It provides valuable insights for 
policymakers and practitioners seeking to 

establish secure and efficient public data 
sharing practices. 

 Metcalfe et al. [48]  
This study investigates the establishment of 
trust to expand and strengthen partnerships in 
both industry-to-industry and industry-to-
government collaborations, crucial for the 
future success of information exchange. The 
framework proposes that trust is influenced by 
four factors: capability, humanity, 
transparency, and reliability. 

 Rukanova et al. [49] 
This study introduces a framework for 
examining the obstacles, motivators, and 
facilitators of voluntary information sharing 
between businesses and the government, along 
with the governance mechanisms that facilitate 
such voluntary sharing of information. The 
authors' analysis indicates that successful 
voluntary business-government information 
sharing is achievable when there are 
compelling motivators and a proactive 
government agency willing to spearhead the 
initiation of the process. 

A noticeable gap remains in these 

frameworks, they have not extensively addressed 

considerations related to data quality. To bridge 
this gap, it is essential to integrate a dedicated 

focus on data quality assurance within the broader 

framework of data sharing initiatives. This 

ensures that the shared data is not only 

comprehensive and secure but also maintains high 

quality standards. The proposed knowledge 

governance framework, as discussed earlier, can 

serve as a foundation for addressing this crucial 

aspect and enhancing the overall effectiveness of 

data sharing initiatives. 

 

3. Methodology 
This research study utilizes a three-stage 

research design model comprising a literature 
review and a case study. 

A. Literature Review 

The research methodology concludes by 
combining findings from the Systematic Literature 
Review (SLR) and case study to provide valuable  
insights into the intricate dynamics of Interagency 
D ata Sharing (IDS) in government. The PRISMA 
(Preferred Reporting Items for Systematic 
Reviews and Meta-Analyses) guideline is 
employed for the SLR, acknowledged for its 
widespread recognition and respect. 

 The authors developed a literature selection 
technique, specifying databases, keywords, and 
search criteria (inclusion and exclusion). In the 
initial stage, a review was conducted across 
various database sources to obtain comprehensive 
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and diverse data, utilizing reputable sources such 
as ACM Digital Library, IEEE Xplore, JSTOR, 
ProQuest, ScienceDirect, and Taylor & Francis.   

Following that, automated searches were 
conducted on selected databases utilizing 
categorized keywords. These keywords were 
classified into three categories to refine the search, 
facilitating the identification of synonyms and  
interchangeable terms from previous studies that 
are pertinent to the research focus. The keywords 
categorization as indicated in Table 1. 

Boolean operators, guided by the formulated 
keywords in Table 1 ensured a comprehensive 
retrieval of relevant studies. The formulated 
keywords were structured into a Boolean search 
query: ("DATA" OR "INFORMATION") AND 
("SHARING" OR "EXCHANGE") AND 
("INTER" OR "CROSS" OR "PUBLIC" OR 
"GOVERNMENT") AND (“DATA QUALITY” 
OR “PRACTICE” OR “ISSUE” OR 
CHALLENGE” OR “LIFECYCLE”). 

To focus on recent studies, the authors applied 
a time filter from 2019 to 2024. The query was 
then employed on the publication title, abstract, 
and keywords to identify relevant publications. 
The search criteria, comprising inclusion and 
exclusion criteria, guided the SLR process (Table 
2). Quality assessment questions (see Table 3) then 
applied to evaluate selected articles based on 
object discussed in the research, clarity of research 
objectives, unambiguous presentation of results, 
interpretation and discussion of results, and 
conclusiveness in addressing research questions.  

The article selection flow, depicted in Figure 2, 
illustrates this systematic process.  

Following selection, the chosen articles are 
meticulously read by the authors for a minimum 
duration of 30 minutes. During this phase, 
particular attention is paid to gathering information 
relevant to addressing the research questions. 
Extracted data from the articles includes various 
aspects such as the context of data sharing, 
practices, associated activities, challenges or 
barriers, issues regarding data quality, and 
potential solutions or enablers for effective IDS 
practices. Subsequently, this gathered information 

is synthesized and organized to construct an initial 
comprehensive framework aimed at tackling 
challenges related to IDS practices and addressing 
data quality concerns. 

B. Case Study: Directorate General of Taxes, 
Ministry of Finance Indonesia 

In accordance with the mandate of Law 
Number 7 of 2021 Article 2 [50], the taxation 

 
 

Figure 2. Article selection process. 
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Table 2. Inclusion and exclusion criteria. 

Type Criteria Code 

Inclusion Articles published between 2019-2024 IN1 

Articles written in English IN2 
Articles focus on government or 
public administration 

IN3 

Articles related to IDS practices IN4 
Exclusion Full-text access not available EX1 

Working papers, presentation EX2 
Duplicated studies EX3 

 

Table 3. Quality assessment questions. 

Code Question 

Q1 Does the article discuss real-life IDS practices or 
data-quality issue? 

Q2 Are the research objectives clearly stated? 
Q3 Are the presented result unambiguous? 
Q4 Are the results interpreted and discussed? 
Q5 Does the conclusion answer the research 

questions? 

 

 

Table1. Search criteria. 

Categories Keywords Lists 

Object Data, information 
Activity  Sharing, Exchange 
Subject Interagency, intergovernmental, 

interinstitutional, interorganizational, cross-
sector, cross-border, cross-boundary, cross-
institution, cross-organization, cross-
sectoral, public sector, public organization, 
government 

Scope Data quality, practices, issue, challenge, 
data lifecycle 
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system in Indonesia operates on a self-assessment 
basis. Under this system, taxpayers are entrusted 
with the responsibility of calculating, reporting, 
and paying their taxes based on the information 
they possess. In this context, the Directorate 
General of Taxes (DGT) plays a critical role in 
ensuring the integrity and compliance with tax 
obligations.  

A primary challenge in implementing the self-
assessment system is to ensure that the information 
provided by taxpayers is accurate and aligns with 
their actual tax liabilities [32]. In this regard, the 
DGT needs to gather information from other 
institutions that can be used as benchmark data for 
taxpayers' tax transactions and compliance [32], 
[51], [52]. Given that the DGT is responsible for 
more than 70% of the nation's total revenue [53], 
it's crucial to recognize that any lapses in ensuring 
taxpayer compliance could lead to potential 
revenue loss for the country. 

 To meet this need for information from third 
parties, the Ministry of Finance subsequently 
issued Ministerial Regulation No. PMK-
228/PMK.03/2017 concerning the Details of Types 
of Data and Information as well as Procedures for 
Submitting Data and Information Related to 
Taxation (hereafter referred to as PMK-228) [35]. 

PMK-228 outlines the obligations of 
Government Institutions, Agencies, Associations, 
and Other Parties (ILAP) to periodically submit 
data to the DJP. The data from ILAP then grouped 
into six types of data and information: wealth or 
property, debt, income earned or receive, expense 
incurred and/or cost, financial transactions, and 
economic activity. The gathered data then undergo 
further processing to be utilized by the DJP, not 
only for assessing taxpayer compliance but also as 
raw material for the innovation of DJP's e-
government services.  

According to PMK-228, 69 ILAPs are required 
to regularly provide their data to the DGT, totaling 
349 data. Additionally, this requirement does not 
encompass additional institutions obligated to 
submit their data to the DGT through other 
regulations, such as the Country-By-Country-
Report (CBCR), Automatic Exchange of 
Information (AEoI), data from interoperable 
services, and ad hoc Interagency Data Sharing 
Agreements. 

In implementing PMK-228, the Directorate of 
Data and Information of Taxation (DIP) is 
assigned by the DGT as the unit responsible for 
conducting the entire process of data exchange, 
encompassing planning, collection, processing, 
analysis, and dissemination of data. The 
management of this data is then governed by the 
data governance framework outlined in Director 
General Decision No KEP-215/PJ/2021 regarding 

the Data Governance in the DGT (hereafter 
referred to as KEP-215) and Circular Letter No 
SE-12/PJ/2023 regarding the Guidelines for the 
Implementation of Data Governance in DGT 
(hereafter referred to as SE-12) [33], [34].  

To gain insight into data sharing practice in 
DGT, the author conducted interviews with data-
sharing practitioners from the DIP, DGT. A semi-
structured interview comprising five key questions 
was devised for this purpose (see Table 4) 

Table 4. Semi-structured questions. 

No Questions 

1 How is the data sharing process within your 
organization's interagency collaborations? 

2 What specific challenges or issues have been 
encountered in the current data sharing practices 
within your organization? 

3 How does your organization ensure that shared data 
complies with relevant regulatory frameworks and 
standards? 

4 What is the data quality aspect that need to be 
considered within your organization’s interagency 
collaborations? 

5 How is the quality of shared data managed and 
monitored within your organization's interagency 
collaborations? 

 

 Five individuals were selected for the 
interviews, comprising the Head of External Data 
Quality Assurance, Data Analyst, Senior Data 
Engineer, Data Engineer, and Data Gathering 
Staff. These individuals were chosen based on 
their extensive expertise and experience in data 
sharing, spanning at least five years. Each 
interview lasted a minimum of 45 minutes, 
allowing for comprehensive discussions and 
effective capturing of insights. 

The findings from this case study provide 
valuable insights into the practices, challenges, and 
data quality issues within DGT's IDS practices. 
These results will be incorporated into the 
proposed framework to enhance its 
comprehensiveness and depth. 

C. Framework Formulation, Refinement, and 
Validation 

The findings from SLR process and the semi-
structured interviews conducted as part of the case 
study were utilized to map out and create a  
preliminary proposed GIDS Framework. This 
initial framework was then presented to 
respondents in DGT to gather additional insights 
and validate its practicality and to further refine 
the framework. The entire process of formulating, 
refining, and validating the framework is 
illustrated in Figure 3. 
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Figure 3. Research methodology. 

 The DGT played a crucial role in validating the 
initial GIDS Framework. By presenting the 
framework to DGT representatives, the author 
gathered valuable insights through a feedback 
session. This session focused on key questions to 
assess the framework's effectiveness and 
practicality: 

1. Does the framework address and potentially 

mitigate critical challenges encountered in 

GIDS implementation? 
2. Does the framework include all essential 

phases of the GIDS lifecycle? 

3. Does the framework adequately address the 
data quality aspects within GIDS practices? 

4. Does the framework address and potentially 

mitigate critical challenges encountered in 

GIDS implementation? 

 

The feedback from the DGT used to refine the 

framework, which will be presented in the next 

section.  
 

4. Result and Analysis 

A. Identified Challenges and Enablers 

 This analysis looked at 31 studies. Almost half 

(47.5%) were done in Europe, with the research 

taking place in Netherlands, Portugal, and the UK 

being the top contributors. Research from the 

America made up 22.2%, mostly from the United 

States. Sharing data between government was the 

most common focus (58.5%), followed by 

government-business (34.1%) and government-

citizen (7.3%) interactions. Over a third of the 

studies (34%) explored data sharing within public 
agencies for e-government purposes. Other areas 

of interest included criminal justice and customs 

(20%), healthcare (17.1%), and infrastructure, 

transportation, social welfare, culture, energy, and 

geospatial data (remaining 29%).  The 

distribution graph from the previous study as 

shown in Figure. 4, Figure. 5, and Figure. 6.  

 As previously mentioned, this framework aims 

to tackle the issue of identifying challenges or 

obstacles that could hinder the effective  

 

Figure 4. SLR result based on location. 

 

Figure 5. SLR result based on theme. 

 

Figure 6. SLR result based on data sharing context. 
  

implementation of IDS. 

 Through the use of the PRISMA SLR Method, 

31 studies were analyzed to pinpoint existing 

challenges and potential barriers. The SLR results 

provided insights into the distribution of IDS 

domain goals and suggested solutions. The 

mapping of the research based on 

challenges/barriers, data quality issue, and 

enabler/solution are shown in Table 5, Table 6, 
and Table 7. 
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Table 5. Challenge/barriers from previous study. 

Challenges/Barriers Research 

Cost constrains [17], [19], [54], [55], 

[56], [57] 

Data governance in 

participating agencies 

[17], [19], [56], [57], [58] 

Data Quality [17], [20], [49], [54], [59] 

Knowledge gap between 

participating agencies 

[56], [60], [61] 

Lack of clarity of roles and 

responsibility 

[17], [54], [55], [56], 

[60], [61], [62], [63] 

Lack of resources [56], [64], [65] 

Organizational structure, 

goal, norms, and value 

[17], [54], [56], [60], 

[66], [67] 

Organizational technical 

capability and capacity 

[19], [48], [49], [54], 

[57], [67], [68], [69] 

Perception towards data or 

sistem’s confidentiality, 

security, and privacy 

[17], [19], [54], [56], 

[58], [64], [65], [66], 

[70], [71] 

Perception towards data’s 

value 

[17], [54], [56], [65] 

Political and legal constrain [49] 

Trust [17], [20], [48], [54], 

[57], [61], [64], [66], 

[69], [72], [73] 

 

Table 6. Data quality issue from previous study. 

Data Quality Issue Research 

Data Accuracy and Reliability [56], [60], [74] 

Data Availability [54], [60], [75] 

Data Completeness [74] 

Data Interoperability [54], [56], [61], [63], 

[66], [76] 

Data Standardisation [54], [56], [59], [64], 

[69], [74], [76] 

Data Timeliness [60], [74] 

Data Update [56], [59] 

 
 

Table 7. Enablers and solutions from previous study. 

Enablers and Solutions Research 

Coordination and 

communication  

[17], [20], [36], [49], [55], 

[62], [65] 

Data sharing agreeement [17], [20], [54], [55], [56], 

[58], [64], [69], [72], [74], [76] 

Data sharing platform [20], [55], [60], [61], [62], 

[63], [64], [74] 

Establishing data 

standard 

[20], [54], [57], [61], [64], 

[72], [76] 

Establishing metadata 

system and standard 

[54], [72], [76] 

Financial support [19], [36], [49], [54], [56], 

[64], [67], [69] 

Leadership and 

executive support 

[17], [20], [49], [56], [60], 

[61], [76] 

Regulatory support [17], [20], [56], [61], [64], 

[71], [72] 

Shared goals and 

benefits 

[17], [20], [57], [65] 

Training/technical 

support 

[57], [59], [60], [70] 

  

 

B. DGT’s IDS Framework Overview 

 DGT has adopted KEP-215 as the framework 
for its entire data governance, encompassing data 

received from a third party called ILAP. In 

managing this data, KEP-215 follows DM-BOK 

as its guiding principle for framework 

development. The framework is divided into three 

main components: data governance organization, 

data lifecycle, and data governance. 

 For the data governance organization, DGT 

has divided responsibilities into two parts: data 

governance administrators and those involved in 

data governance implementation. The 
administrators include a directing committee, 

Chief Data Officer (CDO), Data Governance 

Office (DGO), Working Group, and Stakeholder 

group. Meanwhile, those involved in 

implementation consist of business owners, data 

steward, ICT unit, data producers, and data users. 

 Regarding the data lifecycle regulated by 

DGT, it comprises planning data policy needs, 

data collection and preparation, data storage, data 

utilization, and monitoring and evaluation.  

Further details regarding each data lifecycle 
phase are provided below: 

Planning: DGT's planning phase begins when 

data steward formulates Data Discovery Policy 

based on the DGT's strategic plan, unit needs 

within the DGT environment, and coordination 

results with directorates/regional offices. Data 

Discovery Policy are formulated annually, with a 

release deadline at the end of January of the 

following year. 

Collection: The second phase in the data lifecycle 

is data collection. In this phase, DGT collects 
data through IDS based on established 

regulations, such as those set by the Ministry of 

Finance. 

Preparation: In this phase, the collected data 

undergoes preparation. Data preparation activities 

include researching the quantity and types of 

data, data completeness, data redundancy, and the 

data period received. The results of data research 

are then recorded in the external database. The 

recorded data is then identified using Taxpayer 

Identification Numbers (NPWP) or National 

Identification Numbers (NIK). Subsequently, 
quality control is applied to the external data 

based on the identification results. 

Use: In this phase, data is utilized by DJP units 

and external parties of DGT. The utilized data 

results from matching and analysis conducted by 

the relevant directorates. 

Storage: This phase describes activities related to 

archiving electronic and physical documents, as 

well as borrowing physical documents from 

external data collection activities. 

From the interview results, it was found that the 
challenges in managing IDS practices at DGT 

include a lack of documentation regarding data  

requirement planning, leading to a lack of 
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oversight regarding the history and analysis of 

data requirements with the necessary data use 

cases. Additionally, collaboration processes 

among internal units involved in data processing 

are crucial to obtaining comprehensive 

information about the stages of data processing 

conducted, especially regarding data 

identification processes and data quality 

assurance. Another crucial issue is the absence of 

assessment matrices for monitoring and 

evaluation purposes, which could be used to 

assess IDS performance at each stage of the 

process. This is essential because the evaluation 

results can inform improvement measures for the 

framework. 

C. IDS Data Lifecycle 

The authors constructed the IDS data lifecycle 

by integrating the data lifecycles observed in the 

case study, activities found in previous research, 

and DaLif data lifecycle framework proposed by 

Shah et al. [30]. This comparison is presented 
through the comparison depicted in Table 8. 

Table 8. Data lifecycle formulation. 

Lifecycle DaLif DGT Previous Study GIDS 

Planning   [77]  
Collection   [60], [67], [68], 

[75], [76] 
 

Preparation   [75]  
Analysis   [67], [75]  
Visualization     

Access     

Share/Publish   [60]  
Use, re(use), 

feedback 
    

Archive   [65], [74]  

End of Life   [74]  

 

 In this part, the proposed data lifecycle is 

investigated by grouping and analysing phase 

titles, activities, and process. This is conducted by 

using the following the logical rules in DaLif 

formulation such as grouping phase with similar 

meaning (e.g., data collection, data gathering), 

removal of phases that that too generic or specific, 

and combining phases with similar activities. 

D. GIDS Framework  

This section presents our final proposed 

framework called GIDS Framework that has been 
presented and validated by the case study 

participant (see Figure. 7).  This framework 

consists of three main elements: Data 

Governance, Data Lifecycle, and Promoting 

Activities.  

These components are derived from the DaLif 

Framework by aligning challenges and solutions, 

identifying key aspects of data governance, and 

delineating the data lifecycle through a process of 

SLR and case study analysis. 

1) Data Governance 

This section is derived from DAMA-DMBOK, 

which asserts that the management of data quality, 

data security, and data storage aspects is 

anticipated throughout the entirety of the data 

lifecycle. DaLif framework similarly aligns with 

this concept, incorporating data governance by 

integrating quality, security, and storage aspects 

throughout the entire data lifecycle.  Sharing 
information effectively relies not only on 

willingness of parties but also on an organization's 

ability to manage information. This means having 

the necessary resources, like technology and 

skilled staff, to gather high-quality information, 

analyze it, and then share it with others [67], [78], 

[79].The subsequent explanations delve into the 

details of each facet of data governance. 

a) Data and Metadata Quality   

Data Quality Management plays a pivotal role 

in the broader context of data management. When 

data is of low quality, it tends to represent not just 

a cost but also a risk, rather than adding value. 

The challenge for organizations lies in effectively 

managing data quality, primarily because data 

often emerges as a byproduct of operational 

processes, and explicit quality standards are 

frequently lacking. Given that the quality of data 

can be influenced by various events throughout its 
lifecycle, it becomes essential to incorporate 

quality planning as an integral part of the data 

lifecycle. 

To guarantee data quality at each phase of the 

data lifecycle, organizations must define data 

quality dimensions and establish methods for 

measurement and assessment. Data quality 

dimensions are attributes of data quality that can, 

when measured correctly, indicate the overall 

quality level of data [27]. The identification of 

relevant quality dimensions can be seen as a 
starting point to the subsequent assessment phase 

and builds the basis for various improvement 

activities [80].  

The most common dimensions are 

completeness, timeliness, and accuracy, followed 

by consistency and accessibility. The definitions 

of these dimensions according to [81] are as 

follows: 

 Completeness: The extent to which data are 

of sufficient breadth, depth and scope for the 

task at hand. 

 Accuracy: The extent to which data are 

correct, reliable and certified. 

 Timeliness: The extent to which the age of 

the data is appropriate for the task at hand. 

 Consistency: The extent to which data are 
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presented in the same format and compatible 

with previous data. 

 Accessibility: The extent to which 

information is available, or easily and quickly 

retrievable. 

In addition to delineating data quality 

dimensions, it is imperative to articulate the steps 

for measuring and assessing data quality. The 

subjective measurement of data quality can 
involve obtaining user ratings on the quality levels 

of various dimensions [27]. Alternatively, data 

quality metrics, involving computations that offer 

an indication of the data quality level, can be 

established. 

Regarding data quality assessment, DAMA-

DMBOK asserts that such assessments provide 

insights into existing issues and obstacles, as well 

as the repercussions and risks associated with 

subpar data quality. These assessments can 

pinpoint business processes at risk when operating 

with low-quality data, along with delineating the 
financial and other benefits of integrating a data 

quality program into data governance initiatives. 

Moreover, as metadata represents a form of 

data crucial for organizational data management, 

its quality must be treated with the same level of 

attention and management as the data itself. 

Organizations derive more value from their data 

assets when the data is of high quality. The quality 

of data hinges on governance, with metadata 

playing a critical role in data governance by 

elucidating the data and processes that drive 
organizational functionality [29]. It is required to 

possess metadata for the purpose of describing 

and elucidating data, as it contributes to 

enhancing data accuracy. The specifics of 

metadata vary for each infrastructure organization 

based on the nature of the data they handle [20]. 

b) Data Security 

Moving on to the second data governance 

aspect, data security plays a crucial role in data 

governance. It involves implementing measures to 

safeguard sensitive information during sharing. 
This comprehensive approach is essential for 

managing data risks, ensuring the confidentiality 

and privacy of data throughout its lifecycle. The 

complexities associated with information chains, 

involving diverse organizations and data sources, 

underscore the need for a robust framework 

addressing privacy, security, and confidentiality 

during data sharing. 

Three key aspects of security issues in data 

sharing: encryption, access control & 

authentication, and physical security [82]. The 
quantity, variety, and sensitivity of big data, 

managed through heterogeneous technological 

solutions, emphasize the criticality of data 

security and privacy protection [30]. Security is 

seen as as a crucial factor in encouraging 

businesses to share data with the government, as 

clear business rules outlining data access 

permissions are essential for building trust and 

facilitating data sharing [71].  

Legal and policy aspects in data sharing focus 

on protecting shared information, introducing 

stewardship and usage concepts. Stewardship 
entails organizations' responsibility for ensuring 

data integrity and quality, while usage emphasizes 

information's usefulness to intended users. Formal 

mechanisms, complemented by informal measures 

like social control and trust-building, address 

coordination needs and collaboration problems in 

data governance and security. The increased 

importance of data security in autonomous data 

 
 

Figure 7. GIDS Framework. 
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sharing then delineates the necessity of open and 

standardized infrastructure, environments, and 

procedures to protect the integrity, trust, and 

confidentiality of data [69]. Some research has 

underscore utilizing advance technology 

blockchain and electronic certificates to mitigate 

information security issues [22]. 

c) Data Storage 

The third element, data storage, underscores 

the vital importance of establishing robust storage 

protocols to maintain data integrity within the 

broader context of data governance. The primary 

goal during the storage phase is to securely 

preserve data throughout its lifecycle [30]. This 

necessitates a comprehensive approach 

encompassing the design, implementation, and 

support of stored data, ultimately aiming to 
maximize its value throughout its entire lifecycle, 

as there is there is a potential for data loss across 

different phases of the lifecycle [20]. Moreover, 

within an organization, each department claims 

ownership of its data, and upon completing one 

phase, they often initiate a new one without 

storing the relevant data, leading to data loss. 

Another point of data storage is to make sure 

that the data is not only stored but stored properly. 

The issue of improper data storage resulted in 

some data being stored, but it was difficult to 

retrieve due to the unclear whereabouts, names, 
and formats [20]. Although there are internal 

platforms for data storage and sharing within the 

infrastructure organization, they suffer from 

outdated systems and slow data connections. 

Consequently, individuals often resort to storing 

data on their hard drives, leading to data loss for 

future projects. Moreover, the requirement for 

specific data formats on a platform poses 

challenges, particularly in collaborations with 

other infrastructure owners with their unique data 

formats and standards. 

2) Data Lifecyle 

Aligned with the stages identified in the 

literature, the data lifecycle component unfolds in 

seven sequential steps as follows. 

a) Plan 

The planning phase delineates the 

commencement of the IDS, encompassing the 

establishment of the data sharing project's 

objectives, formulation of essential policies and 
procedures for data management, specification of 

data sources and methods, and the identification 

and resolution of potential data quality issues 

associated with the incoming data from IDS. 

Before initiating IDS, understanding how data 

is generated in IDS partner institutions is 

essential. Since data creation does not occur 

within one's own institution, full control over the 

process is limited. Instead, the focus is on 

assessing potential data quality problems 

associated with specific data creation methods. 

DAMA-DMBOK emphasizes that data entry 

processes often lead to data quality issues, 

influenced by factors such as the proficiency of 

front-office staff, inconsistent business process 

execution, and data entry interfaces. 

Activities related to planning phase include: 

 Prepare for the resource [30], [82] 

 Analyzing data requirements based on 

business goal and strategy [30], [33], [34], 

[77] 

 Provide detailed description of the data 

requirements, consist of data source, data 

elements, data format and data type, methods 

of collecting the data, and periodicity [30], 

[33], [34] 

 Initiating IDS with collaborating agencies,  

 Assigning roles and responsibilities [20], 

[30], [34] 

 Developing data sharing agreement [30], [64] 

 In planning on initiating IDS, several key 

concepts play crucial role in ensuring the quality 

and successful IDS initiatives, such as the need of 

clarity or roles and responsibility, trust, 

interagency acquittance, and data sharing 

agreements. 

 Clarity of roles and responsibility (CRR) 

essential for making sure that the right people 

have the right authorities in IDS, such as who 
should participate in data preparation process and 

who will be responsible in case of data breaches 

or misuse [54], [60]. Reduced ambiguity, 

complexity, and information asymmetry in 

collaborative efforts result from clear roles and 

responsibilities, crucial for successful outcomes 

[83]. The use of boundary objects, such as plans, 

formal meetings, diagrams, maps, and information 

systems, plays a critical role in achieving CRR for 

organizations involved in data sharing initiatives 

[62]. 
 Trust is a critical factor in successful 

information-sharing initiatives [2], [18], [48], 

[69].  Conversely, a deficiency in trust among 

government departments has been pinpointed as a 

cause for inactive data sharing [36]. This concept 

of trust extends beyond simply believing in the 

absence of malicious intent. It encompasses the 

additional dimension of trusting the other party's 

competence in handling information deemed 

valuable [84]. When this trust in competence is 

eroded, the willingness to remain engaged in 

collaborative efforts and share information 
diminishes significantly [18], [84], [85]. This lack 

of trust, encompassing apprehensions about the 

future utilization of shared data, imposes 
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constraints on data sharing, including cross-border 

transfers [64]. Hence, it becomes imperative for 

participating institutions to reach a consensus on 

these aspects and formalize them into an 

agreement, contract, or policy [30], [83].  

 In terms of data, it becomes essential in 

planning phase to formulate a standardized format 

for shared data, as a lack of standardization poses 

a hindrance to effective cooperation [64]. 

Challenges often arise in data sharing schemes 
due to inadequately defined and overly generic 

data standards [15]. The study emphasizes that 

poorly crafted data standards for data sharing can 

result in significant complications. To address this 

issue, it is crucial to develop data standards 

collaboratively involving both the data owner and 

the data receiver. This collaborative approach is 

vital because it is intricately linked to the data 

ability, indicating an organization's capability to 

comply with or provide the required data. 

Neglecting this aspect may result in shared data 
failing to meet the needs of the data requester, 

because the agency operates based on its own set 

of data standards. 

 The development of interagency acquaintance 

proves to be a crucial element in improving the 

clarity and expressiveness of data [15]. The 

research indicates that individuals from diverse 

agencies who already have established 

relationships are more prone to effectively 

prepare, articulate, and share data. Conversely, a 

deficiency in interagency acquaintance can 
present obstacles, complicating the identification 

of appropriate contacts for data requests and 

potentially leading to the misdirection of data to 

an incorrect agency [15]. 

 There are three main types of data: structured 

data, semi-structured data, and unstructured data 

[27], [86]. Structured data is a generalization or 

aggregation of items with elementary attributes 

within a domain item, while semi-structured data 

has a structured format with some degree of 

flexibility. Unstructured data is described as a 

generic sequence of symbols [27], [86]. 
Addressing data quality issues is crucial, and 

obtaining information about the data type during 

the planning phase is essential. This is because the 

processing and assessment of data may vary based 

on its type. Unstructured data presents a 

significant challenge, as many techniques used for 

assessing structured and semi-structured data are 

not applicable to unstructured data [87]. 

Therefore, mitigating the potential risks to data 

quality associated with unstructured data should 

be done proactively. 
 Data sharing agreements involve a 

collaborative understanding between the entity 

providing the data and the one receiving it. 

Essential aspect should be addressed and 

explicitly ruled in data sharing agreement, such as 

responsibilities of both the data provider and 

recipient, the intended purpose of the data, a 

comprehensive description of the data, the agreed-

upon time frame for the arrangement, accessibility 

to the data, and compliance with legal 

requirements for lawful data processing [64].  

 The Singaporean Government's Trusted Data 

Sharing Framework outlines seven key principles 
for crafting data sharing agreements. These 

principles aim to ensure responsible data sharing 

practices, encompassing the delineation of 

permitted data uses, establishment of data 

ownership safeguards, clear liability assignment 

for breaches, robust measures for maintaining data 

confidentiality, a defined agreement duration, 

adherence to relevant legal frameworks, and 

careful consideration of technical infrastructure 

for secure data exchange [69], [88]. The OECD 

Council also established recommendations to 
facilitate data access and sharing. These 

recommendations provide initial guidance for 

structuring data-sharing arrangements between 

diverse stakeholders and actors involved in the 

data ecosystem [89]. These agreements are 

intricately connected to the previously mentioned 

concept of trust and clarity of roles and 

responsibility. 

b) Collect  

Collection phase consists of set of activities 

through which data is gathered from different 

internal and external sources and in different 

formats i.e. structured, unstructured and semi-

structured forms [30].  

Activities related to collection phase include: 

 Gathering data from sources [20], [21], [30], 

[48], [90] 

 Gathering data reference, data dictionary, and 

metadata [30] 

 Conduct initial data quality assessments and 

communicate the findings to the related party 

[33], [34], [91] 

 In IDS data collection phase, several key 

concepts play crucial role in ensuring the quality 

of the data, such as initial data quality assessment, 

data dictionary, and data standardization. 

 The primary objective of an initial data 

quality assessment is to gain insights into the data 

and lay the groundwork for an effective 

improvement plan [91]. This stage involves a 
thorough evaluation, aiming to detect potential 

data quality issues early on and establish a solid 

foundation for comprehensive data quality 

management. The simplest form of initial data 

quality assessment can be conducted by 

comparing the received data with agreed-upon 
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data standards. Consequently, the outcomes of this 

assessment can, at the very least, address the 

completeness dimension of the data.  

 A data dictionary refers to a compilation of 

names, definitions, and attributes related to data 

elements [82]. It serves to elucidate the 

significance and purposes of data elements, 

offering guidance on interpretation, accepted 

meanings, and representation. Additionally, a data 

dictionary furnishes metadata about these data 
elements, aiding in delineating their scope and 

characteristics, along with establishing rules for 

their usage and application. The utilization of a 

data dictionary plays a crucial role in enforcing 

data standards, ensuring uniformity in the 

collection and utilization of data.  

 The term "data standardization" refers to a 

mutually agreed-upon set of data established by 

both involved parties. When establishing data 

standards for the purpose of data sharing, it is 

crucial to consider the data-sharing capabilities of 
the collaborating agency. Imposing data standards 

that are unattainable for the collaborating partner 

may impede collaborative initiatives rather than 

facilitating them [64]. Data standardization can 

address issues such as inconsistency in data 

structures, parameters, metadata, discrepancies in 

reporting across sources, variations in reporting 

mediums, flexibility in data structure, and privacy 

concerns [92]. Furthermore, the absence of data 

standardization can impact the usability and 

comprehensibility of the data for all involved 
parties [20]. 

c) Prepare 

While the primary focus of endeavors to 

enhance data quality often revolves around 

preventing errors, DAMA-DMBOK 

acknowledges that data quality can also be 

elevated through certain types of data processing. 

Data processing involves transforming data into 
more refined forms of information. In the context 

of IDS, data processing is employed to ensure that 

data received from collaborating agents adheres to 

the data standard criteria established within one's 

organization. However, DAMA-DMBOK 

highlights issues arising from data processing 

functions, including incorrect assumptions about 

data sources, outdated business rules, and altered 

data structures. 

Activities related to processing phase include: 

 Conduct data cleansing, data transformation, 
data standardization, and data enhancement 

[29], [33], [34], [92], [93] 

 Conduct quality assurance on data processing 

data and process [33], [34] 

 In IDS data preparation phase, several key 

concepts play crucial role in ensuring the quality 

of the data, such as data cleansing, data 

transformation and standardization, data 

enhancement, and quality assurance. 

 Data Cleansing or scrubbing is a process that 

modifies data to adhere to data standards and 

domain rules [29]. This involves identifying and 

correcting data errors to enhance data quality to a 

satisfactory level, as outlined in DAMA-

DMBOK. It's important to note that there should 

be a defined level specified in the service level 
agreement. This phase involves systematic error 

identification and correction procedures, ensuring 

a methodical approach to rectifying errors and 

continuous monitoring of data quality. 

 The technical capacity of a government 

department for IDS is evident in its performance 

of data management tasks and the efficiency of its 

cross-department data-sharing platform, which 

includes activities such as data cleaning, metadata 

creation, data classification, and establishing data 

provenance [94]. 
 Data transformation and standardization 

involves creating a cohesive and interoperable 

dataset that aligns with broader industry or 

organizational standards. Ensuring data content 

complies with standard Reference Data values 

(e.g., country codes) and formats is crucial. To 

kickstart data standardization, it's essential to 

establish a clear definition of data standards 

within one's agency, ensuring a shared 

understanding among data engineers. 

 Moving beyond mere conversion, the next 
stage ensures data transformation into a format 

suitable for analysis and congruent with 

organizational requisites. During routine 

processing, data rules are triggered to convert data 

into a readable format for the target architecture. 

However, readability doesn't always imply 

acceptability, as rules can be generated directly in 

a data integration stream or rely on alternative 

technologies within a tool. Data transformation, 

building on standardization techniques, guides 

rule-based transformations by mapping original 

data values and patterns into a target 
representation, incorporating rearrangements or 

corrections as dictated by the rules in the 

knowledge base. In essence, standardization is a 

specialized aspect of transformation, employing 

rules that capture context, linguistics, and idioms 

recognized as common through repeated analysis 

by rules analysts or tools. 

 Data enhancement, or enrichment, is the 

process of improving the quality and usefulness of 

a dataset by adding more details [29]. Some 

improvements come from combining data within 
an organization, and external data can also be 

bought for this purpose. Data enhancement 

improves a dataset by adding details like 
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timestamps to track when data is created or 

modified. It also involves using audit data for 

historical tracking, reference vocabularies for 

better understanding, and adding contextual 

information like location. Geographic information 

is enhanced through address standardization, and 

demographic details, such as age and income, 

enrich customer data. 

 The process of quality assurance in data 

processing involves ensuring that the data 
processed adheres to the established data quality 

standards set by an organization. The objective of 

data quality assurance is to assess both the quality 

level of the processed data and the procedures 

involved in the processing [38]. This entails a 

systematic evaluation to guarantee that the 

processed data meets the predefined quality 

criteria and that the processing methods align with 

the set standards [33]. 

d) Analyze 

The analysis phase plays a crucial role in an 

organization's ability to manage a substantial 

amount of information that can impact the 

business. This phase is tasked with the 

development of all data analysis and analytics 

processes aimed at extracting knowledge and 

uncovering novel insights, as supported by 

references [37], [95]. The outcomes of the data 

analysis phase encompass knowledge, the 
revelation of new insights, the generation of new 

data, interpretations, and/or new datasets. 

Activities related to analysis phase include: 

 Select appropriate data analysis tools and 

techniques [30] 

 Perform analysis data to extract knowledge or 

discover new insight [30], [33], [34] 

 In IDS data analysis phase, data mining plays 

a crucial role in ensuring the usefulness of the 

data acquired. 

 Data and text mining involve techniques like 
profiling, data reduction, association, clustering, 

and self-organizing maps, collectively used to 

extract insights from data [29]. Profiling identifies 

typical behavior for applications like fraud 

detection, and data reduction simplifies large 

datasets. Association uncovers relationships, 

clustering groups elements by shared traits, and 

self-organizing maps aid visualization. 

Additionally, data mining, a specific analysis 

form, uses algorithms to reveal data patterns. 

Unlike standard queries, data mining discovers 
unknown relationships and is crucial in the 

exploration phase for swift identification of data 

elements, uncovering new relationships, and 

providing structure for the classification of 

unclear or unknown data elements. 

e) Share 

In this stage, data obtained from IDS is 

disseminated, either internally or externally. 

Shared data can take the form of distributing data 

through a web portal or an e-government 

information system. During this phase, the sharing 

of data must be conducted cautiously, ensuring 

that no restrictions outlined in data sharing 

agreements are violated. For instance, if a 

collaborating agent specifies that data usage 

should not include the name of the collaborating 
agency as the data source, an organization must 

adhere to this requirement when sharing the data.  

Activities related to share phase: 

 Identifying the classification of data [20], 

[96], [97] 

 Identifying authorized individuals who can 

access the data. [30], [71], [98] 

 Choosing the appropriate method for sharing 

the data [30], [99], [100] 

 In IDS data sharing phase, several key 

concepts play crucial role in ensuring the 
usefulness and security of the data, such as data 

access and authorization and data classification. 

 In the context of data sharing, managing 

access and authority is crucial for control and 

security [71]. This involves identifying authorized 

individuals or entities with permission to access 

specific data sets. Organizations must carefully 

manage access rights to ensure that only relevant 

stakeholders can retrieve and use the shared 

information. Determining the appropriate level of 

access is vital, considering factors such as job 
roles, responsibilities, and data sensitivity. 

Additionally, access and authorization 

considerations must also account for time 

constraints, determining whether a data user will 

have access indefinitely or for a specific period. 

Regular reviews of access permissions are 

essential to adapt to changes, ensuring a dynamic 

yet secure approach to data sharing.  

 Data classification pertains to categorizing the 

level of confidentiality associated with the data. 

The classification system can vary across different 

organizations, ranging from general or public 
information to restricted, confidential, and highly 

confidential data [33], [34]. This categorization 

helps organizations establish set of rules for 

handling and protecting information based on its 

sensitivity, ensuring that appropriate security 

measures are applied to safeguard data in 

accordance with its classified level of 

confidentiality. Thus, contractual agreements are 

pivotal in defining the terms of data sharing, 

specifying the nature of data to be shared, and 

outlining expectations regarding data exchange 
among partners throughout and after a 

collaborative project [20]. 

f) Use 
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This phase emphasizes the utilization of data 

by end users. During this stage, there is also 

feedback from users regarding the quality of the 

provided data. In essence, it involves assessing 

how end users interact with and perceive the data, 

gathering insights into its usability and 

effectiveness. This feedback loop is valuable for 

refining and enhancing data quality, ensuring that 

it aligns with the users' expectations and 

requirements. 
Activities related to use phase include: 

 Employing data to fulfil business objectives 

[33], [34] 

 Providing feedback concerning the quality of 

the data [33], [34], [101], [102] 

 In using data acquired from IDS, data quality 

feedback plays a crucial role in ensuring the 

quality improvement of the data. Data quality 

feedback is crucial for effective data management. 

It involves users providing insights into the 

accuracy, completeness, consistency, and 
reliability of the data they use. This feedback loop 

is vital for continuous improvement, helping 

organizations promptly address data quality 

issues. By actively seeking and incorporating user 

feedback, organizations can enhance their data 

quality standards, aligning them more closely with 

user expectations and business needs. Regular and 

constructive feedback contributes to the overall 

reliability and usability of the data, fostering a 

culture of continual improvement in data 

management. 
 A feedback system is essential to maintain 

equilibrium between administrative initiatives and 

demand from various sources [18]. Furthermore, 

to mitigate resistance regarding accountability 

risks, it's crucial to implement an efficient 

mechanism for allocating risks and 

responsibilities. 

g) End of Life    

In this stage, redundant, obsolete, and 

irrelevant data is eliminated from the system 

[103], [104], [105]. Consideration is given to the 

conclusion of the data's utility or its end of life. 

Implementing secure and ethical data disposal 

practices is crucial for responsible data 

management. When data becomes obsolete, 

organizations must carefully dispose of it to 

protect sensitive information and uphold ethical 

standards. This involves using secure methods, 

like specialized software tools, for irreversible 
erasure from storage devices to prevent 

unauthorized access. Ethical considerations 

include respecting privacy rights, adhering to 

legal requirements, and ensuring transparency in 

the disposal process.  

Activities related to end of data’s life as follows: 

 Establishing plan, policies, and method for 

data retention and disposal [30], [49] 

 Identifying data that requires disposal [33], 

[34] 

 Ensuring the permanent removal of 

unnecessary data from storage mediums to 

prevent the inadvertent disclosure of sensitive 

information [30]. 

 In the last phase of data acquired from IDS, 
data retention policy plays a crucial role in 

ensuring the data management is done properly. A 

data retention policy guides organizations in 

systematically managing data throughout their 

lifecycle. This policy establishes guidelines for 

retaining various types of data, considering legal, 

regulatory, and operational requirements. It 

specifies the duration data should be stored and 

the methods of storage, including secure disposal 

practices at the end of its useful life. The policy 

ensures compliance with relevant laws, addresses 

security concerns, optimizes storage resources, 
and promotes efficient data management. Regular 

reviews are essential to adapt to evolving 

regulations and technology. 

3) Promoting Activity 

The third component, Promoting Activity, 

focuses on fostering collaborative and efficient 

data sharing practices. This section encompasses 

collaboration, documentation, monitoring and 

evaluation. 

a) Collaboration  

In the context of the IDS data lifecycle, 

collaboration enhances information exchange 

efficiency, ensuring seamless transitions from data 

creation to disposal. It fosters resource and 

expertise sharing, improving data quality and 

reliability.  

Collaboration among agencies encompasses 

various levels of interaction: establishing 

connections (networking), coordinating efforts 

effectively, and mutually pursuing objectives 
while sharing resources (cooperation), and 

increased engagement in activities that are 

advantageous to all parties involved 

(collaboration) [55]. 

In another context, cooperative initiatives can 

facilitate the voluntary exchange of information 

between businesses and governmental bodies 

[49]. This exchange of information becomes 

crucial when authorities lack a formal mechanism 

to access important business data, such as 

invoices and packing lists. Consequently, 
collaboration extends beyond mere data 

acquisition to obtaining information that can offer 

valuable insights for decision-making processes. 

To foster collaboration among participating 

agencies, it is crucial to recognize that these 
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entities may be motivated to initiate data sharing 

due to factors such as interest, motivation, and 

anticipated benefits, like incentive mechanism 

[67], [79], [84], [94], [106], [107]. Conversely, 

inhibiting forces, including barriers and 

challenges such as legislation, organizational 

readiness, political pressure, and technical 

constraints, may also exist [21], [56], [67]. The 

attainment of data sharing essentially involves 

harnessing the driving forces and overcoming the 
challenges associated with sharing data [56].  

b) Documentation 

In the realm of interagency data sharing, the 

activity of documentation holds significant 

importance, ensuring transparency, accountability, 

and the overall quality of shared data. The 

establishment of comprehensive records to 
meticulously track the sharing process is a crucial 

aspect. Adhering to DAMA-DMBOK guidance, 

thorough documentation becomes imperative to 

avoid the pitfalls associated with incomplete 

records that might compromise data quality. 

Proficient documentation serves as a structured 

guide, aiding in the identification and correction 

of errors, providing repeatability in processes, and 

supporting compliance efforts. It acts as a 

navigational tool, enhancing the efficiency and 

reliability of interagency data sharing by offering 

a clear and traceable foundation throughout the 
collaborative endeavor. 

Another challenge related to data involves the 

absence of documented records. Most data reside 

in individuals' knowledge rather than in written 

form [20]. To acquire the necessary data for the 

project, respondents relied on email 

communication or direct verbal inquiries with 

colleagues. This unstructured approach leads to 

data loss and confines information within a 

specific department of an organization. As one 

participant mentioned, "in infrastructure 
organizations, a significant amount of data is still 

stored in the minds of individuals or in someone's 

files," hindering not only intra-departmental data 

sharing within the infrastructure organization but 

also collaboration between different infrastructure 

owners for various projects. 

c) Monitoring and Evaluation 

In the context of the interagency data sharing 
data lifecycle, monitoring and evaluation are 

critical elements for ensuring the effectiveness 

and success of collaborative efforts [67].  

Additionally, having clear performance 

measurements and enough staff to analyze the 

data makes organizations more likely to 

effectively share information [67], [108]. The 

effectiveness of performance evaluation and 

motivation hinges on the continuous monitoring 

of employee performance, aiming to attain 

performance management objectives while also 

serving as a means to inspire and incentivize 

employees [94]. 

The continuous tracking and observation 

inherent in monitoring provides real-time insights 

into the shared data processes, offering timely 

feedback to align activities with predefined 

objectives. Simultaneously, periodic evaluations 

allow for a comprehensive assessment of the 
impact and outcomes of interagency data sharing 

initiatives, ensuring that they remain aligned with 

overarching goals. Moreover, collaborative data 

evaluation is strongly encouraged, as it facilitates 

feedback from collaborating partners regarding 

the quality of the shared data. This iterative 

feedback loop not only enhances data quality but 

also fosters a culture of continuous improvement 

and mutual understanding among participating 

agencies, contributing to the overall success of 

collaborative data-sharing endeavors. 
 

5. Conclusion 
This paper explores the complex landscape of 

Interagency Data Sharing (IDS) in government, 

drawing insights from a thorough review of 

studies over the past six years and selected 

research databases. The primary goal is to address 

challenges and enhance data quality throughout 

the IDS process, and the proposed framework 

focuses on three key components: Data 

Governance, Data Lifecycle, and Promoting 
Activity. 

The framework addresses the challenges and 

opportunities in collaborative information sharing 

among government agencies. Data Governance 

ensures the integrity, security, and storage of 

shared information, while the Data Lifecycle 

component guides agencies through seven stages, 

embedding data quality considerations at every 

step. The Promoting Activity component 

emphasizes collaboration, documentation, and 

continuous monitoring, crucial for sustained 

success in interagency collaboration. 
This study's practical impact revolves around 

improving IDS in government via a refined 

framework. This framework offers practical 

guidance for navigating complex relationships of 

data quality across data life cycle phases. By 

addressing challenges and opportunities in 

collaborative information sharing, the framework 

contributes directly to improving the operational 

processes of government agencies engaged in IDS 

initiatives. 

In terms of theoretical contributions, this 
research enriches the understanding of 

information life cycles and data quality in 

governmental context. The study contributes to 
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the broader academic discourse on information 

management by exploring the theoretical 

underpinnings of data quality considerations in 

the public sector. 

However, it's important to acknowledge some 

limitations. Since the framework hasn't been 

widely tested in other IDS practices outside the 

case study, it needs further enrichment to validate 

the framework's effectiveness. Incorporating more 

case studies would enhance its suitability for 
application in government contexts. Future 

research endeavors should encompass diverse 

case studies and integrate recent data sources to 

ensure a comprehensive grasp of the evolving 

landscape of IDS in government. 

Continued refinement of the proposed 

framework is essential for future improvements. 

This could entail gathering feedback from a wider 

range of government IDS expert, continuously 

updating the framework to keep pace with 

advancing technology and evolving information-
sharing practices. Expanding the study's scope to 

include a broader range of datasets and case 

studies would also contribute to a more robust and 

widely applicable framework. 
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